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MULTIPLE LINEAR REGRESSION 01

The first step before fitting in a model is to clean the data to perform 

calculations effectively. In the given data set, “FMarea_intercondyle”- the 

Proxy for body mass, consisted of one NA which had to be omitted.

The dataset consisted of categorical and continuous variables. Hence the 

continuous data has been 

summarised as shown in figure 1 based on Measures of Central tendency. 

The analysis of data has 

been further facilitated by a graphical representation using a histogram. 

The individual histograms, 

figure 2 will give us an insight into the data structure which helps us 

understand the symmetry and 

skewness of each of the predictor variable independently. Furthermore, 

we have analysed the 

relationship of the predictor variables to the response variable Mean 

Orbital Volume to understand 

the linearity before performing the regression.

Figure 1: Descriptive statistics showing measures of central tendency
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Histograms

The following histograms represent the data set of each predictor 
variable that are independent of each other. The graph shows that the 
data set of Latitude is bimodal with zero outliers. Cranial Capacity data 
set is quite close to symmetrical without any outliers. The graph of 
Absolute Latitude can be classi�ed as approximately uniform with a 
slight variation due to skewness at the beginning (positively skewed). 
The graph of Minimum Illuminance follows a random distribution. 
Finally, the graphs of FM area intercondyle and Minimum Temperature 
in Celsius consists of outliers in the end and the beginning of their data 
set respectively, making it a skewed data set with no apparent 
distribution
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Scatterplot Matrix

The scatterplot matrix is an important tool that consists of the 
response variable (Moving Orbital Volume – MOV) at the top 
followed by all the predictor variables in the order of Gender, 
Population, Latitude, Absolute Latitude, Cranial 
Capacity, FM area intercondyle, Minimum Illuminance, Minimum 
Temperature in Celsius respectively.

The plot establishes a positive linear relationship between the 
response variable Mean Orbital Volume and 
Absolute Latitude, Cranial Capacity and a weak positive relationship 
with FM area intercondyle respectively. 
The plot also re�ects on a very weak negative relationship between 
the response variable Mean Orbital 
Volume and Minimum Illuminance, Minimum Temperature 
respectively.

The plot shows a scattered relationship (no relationship) with both 
the categorical variables, that is Gender 
and Population. Since the programming language R is equipped to 
handle the categorical variables directly, there was no use of any 
Dummy variables to plot the linear relationship. 

A further analysis in the later parts of this report would re�ect on 
whether either of these categorical variables are signi�cant in having 
an impact on the response variable.
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MODEL ASSUMPTIONS
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Establish a linear relationship between the response variable and the predictor variables: 
As seen in the scatterplots most of the predictor variable showed a linear relationship with 
the response variable but varied on the intensity of the relationship as some were strong 
positive, strong negative, weak positive, weak negative. 

The categorical variable showed a weak curvilinear relationship as well. Normality 
assumption: Under this assumption, the residuals obtained from the data is Normally 
Distributed (�gure 4).

Multicollinearity must not exist: The predictor variables must not be highly correlated with 
one another. When this occurs it undermines the statistical signi�cance of predictor 
variables independently. Thus when the standard error of its regression coef�cient is very 
large then the predictor variable will be less statistically signi�cant.
Homoscedasticity: Under this assumption, we know that the variance of error terms may 
be similar across all the predictor variables. 
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MODEL FITTING &
ANALYSIS
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The model was �tted according to the following equation:

The “β” values are the regression weights used to minimise the sum of squared 
deviations. Our model consists of six predictors. The �rst term is 
independent of x and hence is the intercept. It also consists of an error term in the end 
which is the difference between an expected value at any given 
point of time and the price that was actually observed.
We also report a sample correlation matrix for the data to understand the 
relationships between the identi�ed variable. Here the categorical data has been 
omitted because R cannot compute a correlation matrix for non-numerical data. The 
relationship is evident in terms of linearity as seen earlier in the scatter 
plot (Figure3) as well. 
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Y = β0 + β1Xi1+ β2Xi2+ β3Xi3+ β4Xi4+ β5Xi5+ β6Xi6 + ε

 The �gure is an independent 
scatter plot of the categorical 
variables against the 
response variable. Since it 
was not possible to compute 
the correlation value 
numerically, it was ideal to 
compare the categorical 
variables “Gender” and 
“Population” independently 
against the response variable 
Mean Orbit Volume in R. 
The plot shows a weak 
positive curvilinear 
possibility.



MODEL FINDINGS
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The model was then �tted under a regression using all the predictor variables. The output 
summary is:

The output shows the R sq  also known as the coef�cient of determination helps in 
understanding how aligned is the model and the Adjusted R sq, always lower than R sq 
compares the correlations by considering the predictor variables that are statistically 
signi�cant in the model and drops the one that are less signi�cant. While the former is 
adequately high which means that approximately 59.16% of the variation in the Mean 
Orbital Volume can be explained by the model that is by the use of the predictor variables 
Gender, Population, Latitude, Absolute Latitude, Cranial Capacity, Minimum Illuminance 
and Minimum Temperature in Celsius. Adjusted R sq insinuates that there are some 
predictor variables that can be dropped out of the regression to give the model a better 
�t. The intercept is the estimated mean value of the Mean Orbital Volume when all the 
predictor variables are 0. 

The Residual Standard Error tells us how far the observed Mean Orbital Volume is from 
the predicted or �tted Mean Orbital Volume. The F statistic and p-value is the test 
statistic that checks for overall signi�cance of our model. The null hypothesis is that all of 
the model coef�cients are equal to 0 versus the alternate that it is not 0. 

H0 : β1 = β2 = β3 = β4= β5= β6= 0
HA : β1 = β2 = β3 = β4= β5= β6 ≠ 0
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WHY STEPWISE REGRESSION?
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Thus, the overall summary 

suggests that there is more 

room for a better fit due to 

high p values of  

the individual variables. In 

multiple linear regression 

when it becomes difficult to 

ascertain which  

combination of variables are a 

better fit or not, a Stepwise 

Regression becomes more 

useful. 

Under the Backward 

Elimination technique, the 

model starts with all the 

predictor variables and  

drops down significantly in the 

process based on the AIC 

values. The AIC values play a 

crucial role  

because a lower AIC value of 

the model suggests that the 

model is a good fit and 

predictors are  

statistically significant.
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The output obtained after following the 

Backward Elimination technique is as 

follows:

1. The backward elimination process 

begins with the primary regression.

2. The first output reflects the lowest

AIC of Population 91.495 as compared 

to the overall AIC of 96.91. This means

that if in the next step this predictor 

variable was dropped then the AIC 

would reduce further for the model.

3. This process continues as the less 

significant predictor variables are 

dropped by comparing their individual 

AIC with that of the Model.

4. The final and the most significant 

output produced by this process 

eliminates most of the variable and 

leaves the more significant variables 

that is Gender, Absolute Latitude and 

Cranial Capacity. The model continued 

to run this process until all the 

predictor variables have an AIC higher 

than that of the model which means 

that dropping any more predictor 

variables would not lead to a better 

fitted model. 
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Y = 17.19+ 1.57Xi1+ 0.23Xi2+ 0.45Xi3+0.004Xi4

Final Model

This �nal output 
summarises the best 
�t for the data 
because:
a. The p-value is 
statistically signi�cant 
for individual 
predictor variables 
and for the overall 
model.
b. The Adjusted R2
is higher than the 
original regression 
re�ecting a better �t 
of the model.
Thus, the mean orbital 
volume is signi�cantly 
impacted from 
Gender, Absolute 
Latitude and Cranial 
Capacity.
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